
 

AI & ML 
 

Basic Questions (1-25) 

1.​ What is Artificial Intelligence (AI)?​
 

○​ AI is the simulation of human intelligence in machines that are 
programmed to think and learn like humans. It includes areas like 
reasoning, problem-solving, perception, and natural language 
processing.​
 

2.​ What is Machine Learning (ML)?​
 

○​ Machine Learning is a subset of AI that enables machines to 
automatically learn from data and improve their performance 
without being explicitly programmed.​
 

3.​ What is the difference between AI and ML?​
 

○​ AI is the broader concept, where machines are made to mimic 
human behavior. ML is a subset of AI that focuses on algorithms 
that allow computers to learn from data.​
 

4.​ What is supervised learning?​
 

○​ Supervised learning is a type of ML where the model is trained on 
labeled data (input-output pairs). The model learns to predict 
outputs based on inputs.​
 

5.​ What is unsupervised learning?​
 

○​ Unsupervised learning involves training a model on data without 
labeled responses. The model tries to find patterns or groupings 
in the data.​
 

6.​ What is reinforcement learning?​
 

○​ Reinforcement learning is a type of ML where an agent learns to 
make decisions by interacting with an environment, receiving 



 

rewards or penalties for actions.​
 

7.​ What are the types of machine learning?​
 

○​ The types include supervised learning, unsupervised learning, 
reinforcement learning, and semi-supervised learning.​
 

8.​ What is a neural network?​
 

○​ A neural network is a computational model inspired by the human 
brain, made up of layers of nodes (neurons) that process and 
learn from data.​
 

9.​ What is deep learning?​
 

○​ Deep learning is a subset of ML that uses neural networks with 
many layers (deep networks) to model complex patterns in large 
datasets.​
 

10.​ What is the purpose of training in machine learning?​
 

○​ Training in ML involves using data to help the model learn 
patterns, so it can make predictions or decisions based on new, 
unseen data.​
 

11.​What is overfitting in machine learning?​
 

○​ Overfitting occurs when a model learns too much from the training 
data, including noise and irrelevant details, leading to poor 
performance on new data.​
 

12.​ What is underfitting in machine learning?​
 

○​ Underfitting happens when a model is too simple and fails to 
capture the underlying patterns in the data, leading to poor 
performance on both training and test data.​
 

13.​ What is a decision tree?​
 



 

○​ A decision tree is a tree-like structure used for classification or 
regression, where each node represents a decision based on a 
feature, and each branch represents an outcome.​
 

14.​ What is a confusion matrix?​
 

○​ A confusion matrix is a table that describes the performance of a 
classification model by comparing predicted labels with actual 
labels.​
 

15.​ What is the difference between regression and classification?​
 

○​ Regression is used to predict continuous values, while 
classification is used to predict categorical labels.​
 

16.​ What is a feature in machine learning?​
 

○​ A feature is an individual measurable property or characteristic of 
a phenomenon being observed, such as age, income, or height in 
a dataset.​
 

17.​ What is the bias-variance tradeoff?​
 

○​ The bias-variance tradeoff refers to the balance between a 
model’s ability to generalize (low bias) and its sensitivity to small 
fluctuations in training data (low variance).​
 

18.​ What is cross-validation in machine learning?​
 

○​ Cross-validation is a technique used to evaluate the performance 
of a model by dividing the data into multiple subsets and testing 
the model on different portions of the data.​
 

19.​ What is feature scaling, and why is it important?​
 

○​ Feature scaling standardizes the range of features in a dataset, 
ensuring that all features contribute equally to the model's 
performance.​
 



 

20.​ What is the purpose of a loss function?​
 

○​ A loss function measures how well a model’s predictions match 
the actual outcomes. The model aims to minimize the loss 
function during training.​
 

21.​ What is gradient descent?​
 

○​ Gradient descent is an optimization algorithm used to minimize 
the loss function by iteratively updating the model’s parameters in 
the direction of the negative gradient.​
 

22.​ What are hyperparameters in machine learning?​
 

○​ Hyperparameters are the parameters set before training a model, 
such as the learning rate or number of trees in a random forest.​
 

23.​ What is a support vector machine (SVM)?​
 

○​ SVM is a supervised learning algorithm used for classification and 
regression tasks, which finds the hyperplane that best separates 
data into different classes.​
 

24.​ What is k-nearest neighbors (KNN)?​
 

○​ KNN is a simple algorithm that classifies a data point based on 
the majority class of its k-nearest neighbors in the feature space.​
 

25.​ What is the role of artificial neurons in a neural network?​
 

○​ Artificial neurons simulate the behavior of biological neurons, 
processing inputs using a mathematical function and passing the 
result through an activation function to the next layer.​
 

 

Intermediate Questions (26-50) 

26.​ What is a random forest?​
 



 

○​ Random forest is an ensemble learning technique that creates 
multiple decision trees and combines their outputs to improve 
classification or regression accuracy.​
 

27.​ What is the difference between bagging and boosting?​
 

○​ Bagging builds multiple models independently and averages their 
predictions, while boosting builds models sequentially, with each 
model focusing on correcting the errors of the previous one.​
 

28.​ What is a convolutional neural network (CNN)?​
 

○​ A CNN is a deep learning architecture designed for processing 
grid-like data, such as images, by using convolutional layers to 
detect local patterns.​
 

29.​ What is a recurrent neural network (RNN)?​
 

○​ An RNN is a neural network designed for processing sequential 
data, where the output from the previous time step is used as 
input for the next time step.​
 

30.​ What is the vanishing gradient problem?​
 

○​ The vanishing gradient problem occurs when gradients become 
very small during backpropagation, making it difficult for the 
model to learn and update weights in deep networks.​
 

31.​ What is dropout in neural networks?​
 

○​ Dropout is a regularization technique in neural networks where 
random neurons are temporarily "dropped" during training to 
prevent overfitting.​
 

32.​ What is the difference between L1 and L2 regularization?​
 

○​ L1 regularization adds the absolute values of the coefficients as a 
penalty term, encouraging sparsity, while L2 regularization adds 
the squared values of the coefficients to penalize large weights.​
 



 

33.​ What is principal component analysis (PCA)?​
 

○​ PCA is a dimensionality reduction technique used to reduce the 
number of features while preserving the variance in the dataset 
by projecting it onto principal components.​
 

34.​ What is the purpose of an activation function?​
 

○​ Activation functions introduce non-linearity into neural networks, 
allowing them to learn complex patterns and relationships in the 
data.​
 

35.​ What is the softmax function?​
 

○​ The softmax function is used in classification tasks, particularly in 
the final layer of a neural network, to convert raw model outputs 
into probability values.​
 

36.​ What is an autoencoder?​
 

○​ An autoencoder is a type of neural network used for unsupervised 
learning, which learns to compress and then reconstruct input 
data, often used for dimensionality reduction.​
 

37.​ What is a generative adversarial network (GAN)?​
 

○​ A GAN consists of two neural networks (a generator and a 
discriminator) that compete with each other to generate realistic 
data, often used in image generation.​
 

38.​ What is the difference between K-means and hierarchical 
clustering?​
 

○​ K-means is a partitional clustering algorithm that divides data into 
k clusters, while hierarchical clustering builds a tree-like structure 
(dendrogram) to represent data grouping.​
 

39.​ What are the advantages of using decision trees?​
 



 

○​ Decision trees are easy to interpret, handle both numerical and 
categorical data, and require little data preprocessing.​
 

40.​ What is the purpose of learning rate in machine learning?​
 

○​ The learning rate determines the size of the steps taken towards 
minimizing the loss function. Too high a learning rate can 
overshoot, and too low can result in slow convergence.​
 

41.​ What is a gradient boosting machine (GBM)?​
 

○​ GBM is an ensemble learning technique where models are 
trained sequentially, each new model attempting to correct the 
errors of the previous ones.​
 

42.​ What is the ROC curve?​
 

○​ The ROC (Receiver Operating Characteristic) curve is used to 
evaluate the performance of binary classifiers, showing the 
tradeoff between sensitivity and specificity.​
 

43.​ What is the difference between logistic regression and linear 
regression?​
 

○​ Logistic regression is used for binary classification, while linear 
regression is used for predicting continuous numerical values.​
 

44.​ What is the purpose of cross-entropy loss?​
 

○​ Cross-entropy loss is commonly used in classification tasks to 
measure the difference between the true label and predicted 
probabilities, helping the model minimize classification error.​
 

45.​ What is batch normalization?​
 

○​ Batch normalization normalizes the inputs to each layer of a 
neural network to have a mean of zero and a variance of one, 
improving convergence speed and stability.​
 



 

46.​ What is a kernel in SVM?​
 

○​ A kernel is a function that transforms data into a 
higher-dimensional space to allow non-linear decision boundaries 
in SVM.​
 

47.​ What is clustering in machine learning?​
 

○​ Clustering is an unsupervised learning task where the goal is to 
group similar data points together based on some similarity 
measure.​
 

48.​ What is the elbow method?​
 

○​ The elbow method is used to determine the optimal number of 
clusters in K-means clustering by plotting the within-cluster sum 
of​
 

squares for various values of k and looking for the "elbow" point. 

49.​ What is the importance of the gradient in optimization?​
 

○​ The gradient indicates the direction and magnitude of the change 
needed to minimize the loss function during training, guiding 
parameter updates in optimization algorithms.​
 

50.​ What is the purpose of the learning rate schedule?​
 

○​ A learning rate schedule adjusts the learning rate during training 
to help the model converge faster or avoid overshooting.​
 

 

Advanced Questions (51-75) 

51.​ What is transfer learning in deep learning?​
 

○​ Transfer learning involves using a pre-trained model on a similar 
problem to leverage previously learned features, significantly 



 

reducing the amount of data and time required for training.​
 

52.​ How does a recurrent neural network handle sequences?​
 

○​ RNNs process sequential data by maintaining a hidden state that 
is updated at each time step, allowing the model to remember 
previous inputs in the sequence.​
 

53.​ What is the attention mechanism in deep learning?​
 

○​ The attention mechanism allows the model to focus on different 
parts of the input sequence when making predictions, improving 
performance on tasks like machine translation.​
 

54.​ What are long short-term memory (LSTM) units?​
 

○​ LSTMs are a type of RNN designed to solve the vanishing 
gradient problem by introducing memory cells that can store 
information for long periods.​
 

55.​ What is the purpose of reinforcement learning?​
 

○​ Reinforcement learning aims to train agents to make decisions by 
rewarding or punishing them based on their actions within an 
environment to maximize cumulative reward.​
 

56.​ What are convolutional layers in CNNs?​
 

○​ Convolutional layers apply convolutional filters to input data to 
extract local patterns, such as edges or textures, which are 
crucial for image processing tasks.​
 

57.​ What is the concept of entropy in decision trees?​
 

○​ Entropy is a measure of uncertainty or impurity in a dataset. In 
decision trees, it helps determine the best feature to split the data 
at each node.​
 

58.​ What are the benefits of using deep reinforcement learning?​
 



 

○​ Deep reinforcement learning combines deep learning with 
reinforcement learning to solve complex tasks in high-dimensional 
spaces, such as gaming or robotic control.​
 

59.​ What is backpropagation through time (BPTT)?​
 

○​ BPTT is an extension of backpropagation used in RNNs, where 
the gradient is propagated back through time steps to update the 
weights.​
 

60.​ What is model interpretability in machine learning?​
 

○​ Model interpretability refers to the ability to explain and 
understand how a model makes decisions, which is essential for 
trust and accountability in critical applications.​
 

61.​ What is the difference between generative and discriminative 
models?​
 

○​ Generative models model the distribution of data and can 
generate new instances, while discriminative models focus on 
classifying data by modeling decision boundaries.​
 

62.​ How does a support vector machine (SVM) work in 
high-dimensional spaces?​
 

○​ SVM uses kernel tricks to map data to higher-dimensional spaces 
where a linear hyperplane can separate the classes more 
effectively.​
 

63.​ What is the difference between batch and online learning?​
 

○​ Batch learning uses the entire dataset to train the model at once, 
while online learning updates the model incrementally as new 
data arrives.​
 

64.​ What are adversarial examples in machine learning?​
 

○​ Adversarial examples are inputs intentionally designed to cause a 
machine learning model to make incorrect predictions by 



 

exploiting its vulnerabilities.​
 

65.​ What are multi-task learning models?​
 

○​ Multi-task learning involves training a model on several tasks 
simultaneously, sharing knowledge between tasks to improve 
generalization across them.​
 

66.​ What is the difference between k-means++ and k-means 
initialization?​
 

○​ K-means++ is an improved initialization method that spreads out 
initial cluster centroids to improve convergence speed and 
solution quality compared to random initialization.​
 

67.​ What are the primary components of the Transformer model?​
 

○​ The Transformer model consists of self-attention mechanisms 
and feed-forward networks to process sequences efficiently and 
parallelize computation.​
 

68.​ What is the concept of explainable AI (XAI)?​
 

○​ Explainable AI focuses on creating models that provide 
human-understandable explanations of their decisions, especially 
in high-stakes applications like healthcare or finance.​
 

69.​ What is the curse of dimensionality?​
 

○​ The curse of dimensionality refers to the challenges that arise 
when working with high-dimensional data, including sparsity and 
increased computational complexity.​
 

70.​ What is the purpose of using reinforcement learning in gaming?​
 

○​ Reinforcement learning can be used to train agents to play 
games by learning optimal strategies through trial and error, 
rewarding them for successful actions.​
 



 

71.​ What is a knowledge graph?​
 

○​ A knowledge graph is a structured representation of knowledge 
that connects entities and their relationships, often used in AI 
systems to improve reasoning and decision-making.​
 

72.​ What is the difference between AI and cognitive computing?​
 

○​ AI focuses on simulating intelligent behavior, while cognitive 
computing aims to augment human decision-making by mimicking 
human thought processes.​
 

73.​ How do you handle an imbalanced dataset in machine learning?​
 

○​ Techniques like oversampling, undersampling, SMOTE, and using 
weighted loss functions can help address imbalanced datasets.​
 

74.​ What is a hierarchical reinforcement learning model?​
 

○​ Hierarchical reinforcement learning breaks down complex tasks 
into smaller sub-tasks, allowing agents to solve problems at 
multiple levels of abstraction.​
 

75.​ What is a variational autoencoder (VAE)?​
 

○​ A VAE is a type of generative model used for unsupervised 
learning, which learns to encode and decode data in a way that 
generates new, similar data instances.​
 

 

Technical Questions (76-100) 

76.​ Explain the working of the k-nearest neighbors algorithm.​
 

○​ KNN classifies a new data point based on the majority class of its 
k-nearest neighbors in the feature space, using distance metrics 
like Euclidean distance.​
 



 

77.​ What is cross-entropy loss, and why is it used?​
 

○​ Cross-entropy loss measures the difference between predicted 
probabilities and actual class labels, commonly used for 
classification tasks.​
 

78.​ How does the Adam optimizer work?​
 

○​ Adam combines the advantages of two other optimizers, Adagrad 
and RMSprop, by computing adaptive learning rates for each 
parameter using both first and second moments of the gradients.​
 

79.​ What is a collaborative filtering recommendation system?​
 

○​ Collaborative filtering recommends items based on the 
preferences of similar users, either through user-based or 
item-based filtering.​
 

80.​ What are the different ways to evaluate the performance of a 
classification model?​
 

○​ Metrics include accuracy, precision, recall, F1 score, AUC-ROC, 
and confusion matrix.​
 

81.​ What is a recurrent neural network used for?​
 

○​ RNNs are primarily used for sequential data, such as time series 
analysis, speech recognition, and natural language processing 
tasks.​
 

82.​ What is the purpose of activation functions like ReLU?​
 

○​ ReLU introduces non-linearity to the model and helps mitigate the 
vanishing gradient problem by allowing gradients to flow freely 
during backpropagation.​
 

83.​ Explain the concept of model bias.​
 

○​ Bias refers to errors introduced by overly simplistic assumptions 
made by the model, leading to underfitting and poor 



 

generalization to new data.​
 

84.​ What are some popular feature selection techniques?​
 

○​ Techniques include filter methods (e.g., correlation matrix), 
wrapper methods (e.g., recursive feature elimination), and 
embedded methods (e.g., Lasso regression).​
 

85.​ What is the difference between batch normalization and layer 
normalization?​
 

○​ Batch normalization normalizes the activations over a mini-batch, 
while layer normalization normalizes across the feature 
dimensions for each individual sample.​
 

86.​ What is the difference between dropout and L2 regularization?​
 

○​ Dropout randomly disables neurons during training to prevent 
overfitting, while L2 regularization penalizes large weights, 
encouraging simpler models.​
 

87.​ How does a Naive Bayes classifier work?​
 

○​ Naive Bayes applies Bayes' theorem with the assumption that 
features are independent, making it suitable for classification 
tasks, especially with large datasets.​
 

88.​ Explain how the gradient boosting algorithm works.​
 

○​ Gradient boosting builds an ensemble of weak learners (typically 
decision trees) sequentially, with each tree focusing on correcting 
the errors made by the previous ones.​
 

89.​ What is the purpose of t-SNE in data visualization?​
 

○​ t-SNE is a dimensionality reduction technique that helps visualize 
high-dimensional data by reducing it to two or three dimensions 
for plotting.​
 



 

90.​ What is a confusion matrix, and how do you interpret it?​
 

○​ A confusion matrix compares the predicted labels with actual 
labels, providing insight into true positives, false positives, true 
negatives, and false negatives.​
 

91.​ How would you optimize a machine learning model?​
 

○​ Optimization can involve hyperparameter tuning, feature 
engineering, cross-validation, regularization, and using more 
advanced models.​
 

92.​ What is backpropagation in a neural network?​
 

○​ Backpropagation is the process of calculating the gradient of the 
loss function with respect to each weight in the network by the 
chain rule, and updating the weights using gradient descent.​
 

93.​ Explain the role of a kernel in Support Vector Machines.​
 

○​ A kernel function transforms data into higher-dimensional space, 
allowing SVM to find non-linear decision boundaries.​
 

94.​ What are some challenges in training deep learning models?​
 

○​ Challenges include overfitting, vanishing gradients, computational 
cost, and the need for large labeled datasets.​
 

95.​ What is a hyperparameter grid search?​
 

○​ Grid search is a method for finding the best hyperparameters for 
a model by exhaustively testing a predefined set of 
hyperparameters.​
 

96.​ What is a recommender system, and how does it work?​
 

○​ A recommender system suggests items to users based on their 
preferences, using collaborative filtering, content-based filtering, 
or hybrid approaches.​
 



 

97.​ What is feature engineering?​
 

○​ Feature engineering involves creating new features from raw data 
to improve model performance, such as normalizing, encoding, or 
creating interaction terms.​
 

98.​ Explain the concept of AUC-ROC curve.​
 

○​ The AUC-ROC curve shows the tradeoff between sensitivity and 
specificity for a binary classifier, where AUC represents the area 
under the curve, indicating the model's ability to distinguish 
between classes.​
 

99.​ What is an ensemble model in machine learning?​
 

○​ An ensemble model combines the predictions of multiple 
individual models to improve overall accuracy and reduce 
overfitting.​
 

100.​ How do you handle missing data in machine learning? - Methods 
include deleting missing values, filling missing values using imputation 
techniques (mean, median, mode), or using models that can handle 
missing data natively.​
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