
 

DEEP LEARNING 
 

Basic Questions (1-25) 

1. What is deep learning? 
 

○ Deep learning is a subset of machine learning that uses neural networks with 
many layers (hence "deep") to model and solve complex problems like image 
recognition, natural language processing, and speech recognition. 
 

2. What is a neural network? 
 

○ A neural network is a computational model inspired by the human brain, 
consisting of layers of interconnected nodes (neurons) that process input data 
to make predictions or decisions. 
 

3. What are the basic components of a neural network? 
 

○ A neural network consists of an input layer, one or more hidden layers, and 
an output layer. Each layer contains neurons connected by weights, and each 
neuron applies an activation function. 
 

4. What is an activation function? 
 

○ An activation function determines the output of a neural network neuron, 
introducing non-linearity into the network. Common activation functions 
include ReLU, sigmoid, and tanh. 
 

5. What is overfitting in deep learning? 
 

○ Overfitting occurs when a model learns the noise in the training data, rather 
than the underlying patterns, leading to poor performance on unseen data. 
 

6. What is underfitting in deep learning? 
 

○ Underfitting happens when a model is too simple to capture the underlying 
patterns in the data, resulting in poor performance on both training and test 
data. 
 

7. What is a training dataset and a test dataset? 
 

○ A training dataset is used to train the model, while a test dataset is used to 
evaluate its performance and generalize to unseen data. 
 

8. What is the difference between supervised and unsupervised learning? 
 



 

○ Supervised learning involves training a model with labeled data, while 
unsupervised learning involves training a model on data without labels, 
aiming to find hidden patterns. 
 

9. What is a loss function in deep learning? 
 

○ A loss function measures how well the model's predictions match the actual 
values. It quantifies the error that needs to be minimized during training. 
 

10. What is gradient descent? 
 

○ Gradient descent is an optimization algorithm used to minimize the loss 
function by adjusting the model's weights in the opposite direction of the 
gradient. 
 

11. What are the different types of neural networks? 
 

○ Types include feedforward neural networks, convolutional neural networks 
(CNNs), recurrent neural networks (RNNs), and generative adversarial 
networks (GANs). 
 

12. What is a convolutional neural network (CNN)? 
 

○ CNNs are specialized neural networks used for processing image and video 
data. They use convolutional layers to detect patterns like edges, textures, 
and shapes. 
 

13. What is the role of pooling layers in CNNs? 
 

○ Pooling layers reduce the spatial dimensions of an image, helping to 
decrease computational complexity and prevent overfitting. 
 

14. What is the difference between a perceptron and a neural network? 
 

○ A perceptron is a single-layer neural network that can solve linearly separable 
problems, while a neural network can have multiple layers and solve more 
complex problems. 
 

15. What is backpropagation? 
 

○ Backpropagation is the algorithm used to calculate gradients of the loss 
function with respect to the weights, which are then used to update the 
weights during training. 
 

16. What is a recurrent neural network (RNN)? 
 

○ RNNs are neural networks designed for sequential data, where outputs 
depend on previous inputs, making them suitable for tasks like time series 



 

analysis and natural language processing. 
 

17. What is the vanishing gradient problem? 
 

○ The vanishing gradient problem occurs when gradients become very small 
during backpropagation in deep networks, making it difficult for the model to 
learn. 
 

18. What is an epoch in training deep learning models? 
 

○ An epoch refers to one full pass through the entire training dataset during the 
training process. 
 

19. What is the role of the learning rate in deep learning? 
 

○ The learning rate determines the step size for adjusting the model's weights 
during training. A high learning rate may lead to overshooting, while a low rate 
may result in slow convergence. 
 

20. What is dropout in deep learning? 
 

○ Dropout is a regularization technique that involves randomly "dropping" 
(setting to zero) a proportion of neurons during training to prevent overfitting. 
 

21. What is the ReLU activation function? 
 

○ The ReLU (Rectified Linear Unit) function outputs zero for negative inputs and 
outputs the input value for positive inputs, commonly used in deep learning 
models. 
 

22. What is the purpose of normalization in deep learning? 
 

○ Normalization helps scale input data and intermediate values to a similar 
range, which accelerates training and can improve model convergence. 
 

23. What is a generative adversarial network (GAN)? 
 

○ GANs consist of two neural networks, a generator and a discriminator, that 
compete against each other. The generator creates fake data, and the 
discriminator tries to detect whether the data is real or fake. 
 

24. What are autoencoders in deep learning? 
 

○ Autoencoders are neural networks used for unsupervised learning. They 
encode input data into a compressed representation and then decode it back 
to the original data. 
 



 

25. What is transfer learning? 
 

○ Transfer learning involves using a pre-trained model on a new but related 
task, saving time and computational resources by leveraging previously 
learned features. 
 

 

Intermediate Questions (26-50) 

26. What is the difference between a fully connected layer and a convolutional 
layer? 
 

○ A fully connected layer connects each neuron to every other neuron in the 
next layer, while a convolutional layer applies filters to local regions of input 
data. 
 

27. What is an LSTM (Long Short-Term Memory) network? 
 

○ LSTMs are a type of RNN designed to capture long-range dependencies and 
avoid the vanishing gradient problem by using memory cells to store 
information. 
 

28. What are hyperparameters in deep learning? 
 

○ Hyperparameters are parameters that are set before training, such as the 
learning rate, batch size, number of layers, and number of neurons in each 
layer. 
 

29. What is the difference between gradient descent and stochastic gradient 
descent (SGD)? 
 

○ Gradient descent computes gradients using the entire dataset, while SGD 
computes gradients using a single data point or a small batch of data at each 
step. 
 

30. What is a kernel in CNNs? 
 

○ A kernel (or filter) is a small matrix applied to the input data to extract features 
like edges and textures during convolutional operations. 
 

31. What is batch normalization, and why is it used? 
 

○ Batch normalization normalizes the activations of a layer for each mini-batch 
to improve training speed, stability, and model generalization. 
 



 

32. What is a one-hot encoding? 
 

○ One-hot encoding is a technique to represent categorical variables as binary 
vectors, where each category is represented by a vector with a 1 in the 
position of the category and 0 elsewhere. 
 

33. What is a softmax function? 
 

○ Softmax is an activation function used in the output layer of a neural network 
for multi-class classification, converting logits to probabilities. 
 

34. What are the main challenges in deep learning? 
 

○ Challenges include the need for large datasets, long training times, high 
computational power, overfitting, and ensuring model generalization. 
 

35. What is the difference between a CNN and an RNN? 
 

○ CNNs are designed for spatial data (like images) and focus on local patterns, 
while RNNs are designed for sequential data and capture temporal 
dependencies. 
 

36. What is the Adam optimizer, and why is it popular? 
 

○ Adam is an adaptive optimization algorithm that combines momentum and 
RMSprop, adjusting learning rates for each parameter based on their past 
gradients and squared gradients. 
 

37. What is the difference between a recurrent and a convolutional neural 
network? 
 

○ RNNs are designed to handle sequential data, while CNNs are designed to 
process grid-like data (such as images) and capture spatial hierarchies. 
 

38. What is a deep belief network (DBN)? 
 

○ A DBN is a type of probabilistic graphical model that consists of multiple 
layers of restricted Boltzmann machines (RBMs), used for unsupervised 
learning and dimensionality reduction. 
 

39. What are attention mechanisms, and how do they work in deep learning? 
 

○ Attention mechanisms allow models to focus on specific parts of the input, 
which is useful in tasks like machine translation and image captioning, where 
context is important. 
 

40. What is a capsule network? 
 



 

○ Capsule networks are a type of neural network designed to better capture 
spatial hierarchies and relationships between features, overcoming some 
limitations of CNNs. 
 

41. What is a Siamese network? 
 

○ A Siamese network consists of two identical neural networks that share 
weights and are used to compare inputs for tasks like similarity measurement. 
 

42. What is a generative model? 
 

○ A generative model learns the distribution of data and can generate new data 
instances similar to the training data. Examples include GANs and VAEs. 
 

43. What is a discriminative model? 
 

○ A discriminative model learns to classify data by modeling the decision 
boundary between classes, as opposed to modeling the distribution of data. 
 

44. What is the purpose of a skip connection in deep learning? 
 

○ Skip connections allow the network to bypass certain layers, helping to 
mitigate vanishing gradient issues and enabling deeper networks. 
 

45. What are adversarial attacks in deep learning? 
 

○ Adversarial attacks involve introducing small, carefully crafted changes to 
input data that can mislead a trained model into making incorrect predictions. 
 

46. What is the difference between a softmax and a sigmoid function? 
 

○ Softmax is used in multi-class classification tasks to produce probabilities for 
each class, while sigmoid is used in binary classification tasks to output a 
probability between 0 and 1. 
 

47. What is the purpose of the cost function in deep learning? 
 

○ The cost function quantifies the difference between the model's predicted 
output and the true output, which is minimized during training. 
 

48. What is transfer learning, and how does it work? 
 

○ Transfer learning involves taking a pre-trained model on one task and 
adapting it to a new, related task, saving time and computational resources. 
 

49. What are RNNs used for in deep learning? 
 



 

○ RNNs are used for tasks that involve sequential data, such as time series 
forecasting, speech recognition, and machine translation. 
 

50. What is a Variational Autoencoder (VAE)? 
 

○ A VAE is a generative model that learns to encode input data into a 
probabilistic distribution and can generate new data by sampling from this 
distribution. 
 

 

Advanced Questions (51-75) 

51. What is the role of attention mechanisms in Transformers? 
 

○ Attention mechanisms in Transformers allow the model to weigh the 
importance of different words in a sentence, improving performance on tasks 
like translation and summarization. 
 

52. What is an LSTM and how does it differ from a regular RNN? 
 

○ An LSTM is a type of RNN designed to address the vanishing gradient 
problem by introducing memory cells to store information over long 
sequences. 
 

53. What is a GAN, and how does it work? 
 

○ A Generative Adversarial Network (GAN) consists of a generator that creates 
fake data and a discriminator that tries to distinguish between real and fake 
data, both learning in a competitive manner. 
 

54. What is the transformer architecture? 
 

○ The Transformer architecture is a deep learning model that uses self-attention 
mechanisms and feed-forward networks to process sequences in parallel, 
improving efficiency for tasks like translation. 
 

55. What are recurrent neural networks (RNNs) used for? 
 

○ RNNs are used for tasks involving sequential data, such as time series 
prediction, speech recognition, and natural language processing. 
 

56. What is the role of the encoder-decoder architecture? 
 

○ The encoder-decoder architecture is often used in sequence-to-sequence 
tasks, where the encoder processes the input sequence, and the decoder 



 

generates the output sequence. 
 

57. What is the difference between regularization and normalization? 
 

○ Regularization techniques like L1 and L2 prevent overfitting by penalizing 
large weights, while normalization techniques like batch normalization 
standardize the activations of layers during training. 
 

58. What is a hierarchical attention network? 
 

○ A hierarchical attention network uses attention mechanisms at different levels 
(e.g., word level and sentence level) to better capture context and meaning in 
text data. 
 

59. What is a self-attention mechanism? 
 

○ Self-attention allows a model to focus on different parts of the input sequence 
when making decisions, which improves performance in tasks like machine 
translation and summarization. 
 

60. What is a graph neural network (GNN)? 
 

○ A GNN is designed to process data structured as graphs, where nodes and 
edges represent entities and their relationships, and is useful for tasks like 
link prediction and node classification. 
 

61. What is a reinforcement learning model? 
 

○ A reinforcement learning model is trained through interactions with an 
environment, using rewards or penalties to learn the best actions to take in 
order to maximize long-term rewards. 
 

62. What is model interpretability in deep learning? 
 

○ Model interpretability refers to the ability to understand and explain how a 
deep learning model makes its predictions, which is important for 
transparency and trust in critical applications. 
 

63. How does the Adam optimizer work? 
 

○ The Adam optimizer combines the benefits of momentum and adaptive 
learning rates by computing the moving averages of gradients and squared 
gradients. 
 

64. What is a convolutional layer? 
 



 

○ A convolutional layer applies convolutional filters to input data, enabling the 
network to learn local patterns like edges, textures, and shapes in images. 
 

65. What are skip connections in deep learning? 
 

○ Skip connections allow the model to skip one or more layers, helping prevent 
the vanishing gradient problem and improving the training of very deep 
networks. 
 

66. What is the difference between CNNs and RNNs? 
 

○ CNNs are designed for image and spatial data, while RNNs are designed to 
handle sequential data where the order of inputs matters. 
 

67. What are the components of the Transformer model? 
 

○ The Transformer model consists of an encoder and a decoder, both of which 
use multi-head self-attention and feed-forward layers to process sequences. 
 

68. What are the benefits of using deep learning over traditional machine learning? 
 

○ Deep learning models can automatically learn hierarchical feature 
representations from raw data, which reduces the need for manual feature 
engineering. 
 

69. What is a long-range dependency in sequential data? 
 

○ Long-range dependencies refer to the relationships between elements that 
are far apart in a sequence, which are challenging for traditional RNNs to 
capture due to vanishing gradients. 
 

70. What is the difference between generative and discriminative models? 
 

○ Generative models learn the joint probability distribution of inputs and outputs, 
while discriminative models focus on modeling the decision boundary 
between classes. 
 

71. What are the challenges with training deep neural networks? 
 

○ Challenges include overfitting, vanishing gradients, high computational costs, 
and the need for large labeled datasets. 
 

72. What is the difference between batch and online learning? 
 

○ Batch learning uses the entire dataset to train the model, while online learning 
updates the model incrementally with each new data point or mini-batch. 
 



 

73. What is a variational autoencoder (VAE)? 
 

○ A VAE is a type of autoencoder that learns a probabilistic encoding of the 
input data and can generate new data by sampling from the learned 
distribution. 
 

74. What is the purpose of batch normalization in deep learning? 
 

○ Batch normalization normalizes the output of each layer to have zero mean 
and unit variance, which helps with faster training and better convergence. 
 

75. What is the purpose of dropout in deep learning? 
 

○ Dropout randomly sets a fraction of neurons to zero during training, 
preventing overfitting and helping to generalize the model better. 
 

 

Technical Questions (76-100) 

76. Explain the working of the k-nearest neighbors algorithm. 
 

○ KNN classifies data points based on the majority class of their k-nearest 
neighbors using distance metrics like Euclidean distance. 
 

77. What is cross-entropy loss, and why is it used? 
 

○ Cross-entropy loss measures the difference between predicted probabilities 
and actual class labels, often used in classification problems. 
 

78. How does the Adam optimizer work? 
 

○ Adam combines the advantages of both momentum and adaptive learning 
rate methods by computing the moving averages of the gradients and their 
squared gradients. 
 

79. What is a collaborative filtering recommendation system? 
 

○ Collaborative filtering recommends items based on the preferences of similar 
users. It can be user-based or item-based filtering. 
 

80. What are the different ways to evaluate the performance of a classification 
model? 
 

○ Metrics such as accuracy, precision, recall, F1 score, confusion matrix, and 
AUC-ROC can be used to evaluate a classification model's performance. 
 



 

81. What is a recurrent neural network used for? 
 

○ RNNs are mainly 
 

used for sequential data tasks, such as speech recognition, text generation, and time-series 
forecasting. 

82. What are the pros and cons of using the sigmoid activation function? 
 

○ Pros: It outputs values between 0 and 1, useful for probability prediction. 
Cons: It suffers from vanishing gradients for large positive or negative inputs. 
 

83. What is a dropout layer in deep learning? 
 

○ A dropout layer randomly sets a fraction of input units to zero during training 
to prevent overfitting and promote better generalization. 
 

84. How do you prevent overfitting in deep learning? 
 

○ Techniques like dropout, early stopping, L2 regularization, data augmentation, 
and cross-validation can help prevent overfitting. 
 

85. What is weight decay in the context of deep learning? 
 

○ Weight decay is a form of regularization that penalizes large weights during 
training, reducing the risk of overfitting by limiting model complexity. 
 

86. What is the purpose of activation functions in deep learning? 
 

○ Activation functions introduce non-linearity into the model, allowing it to learn 
complex patterns in data. 
 

87. What is a softmax function, and where is it used? 
 

○ The softmax function converts logits (raw model outputs) into probabilities, 
and it's commonly used in the output layer of multi-class classification models. 
 

88. Explain the concept of batch normalization. 
 

○ Batch normalization normalizes the inputs to a layer to improve training 
stability and speed by reducing internal covariate shift. 
 

89. What is the difference between the learning rate schedules? 
 

○ Learning rate schedules involve decreasing the learning rate during training to 
improve convergence and avoid overshooting the optimal solution. 
 



 

90. How does the ReLU activation function work? 
 

○ ReLU (Rectified Linear Unit) outputs zero for negative inputs and the input 
value itself for positive inputs, allowing for faster convergence in training. 
 

91. What is the purpose of the loss function in training deep learning models? 
 

○ The loss function quantifies the difference between predicted and actual 
outputs, guiding the optimization process to minimize error during training. 
 

92. What is the vanishing gradient problem, and how is it addressed? 
 

○ The vanishing gradient problem occurs when gradients become very small 
during backpropagation, hindering model learning. Techniques like LSTMs, 
ReLU activation, and batch normalization address it. 
 

93. Explain the difference between batch and stochastic gradient descent. 
 

○ Batch gradient descent computes gradients using the entire dataset, while 
stochastic gradient descent computes gradients for each data point. 
 

94. What is a confusion matrix, and how is it used? 
 

○ A confusion matrix is a table used to evaluate the performance of a 
classification model by comparing predicted and actual class labels. 
 

95. What is the importance of learning rate in deep learning? 
 

○ The learning rate controls the size of the steps taken to reach the optimal 
solution. An appropriate learning rate ensures faster convergence without 
overshooting. 
 

96. What is the purpose of using activation functions like ReLU and sigmoid? 
 

○ Activation functions like ReLU and sigmoid introduce non-linearity, enabling 
the network to model complex relationships in data. 
 

97. What is the significance of the softmax function in multi-class classification? 
 

○ Softmax transforms logits into probabilities, making it suitable for multi-class 
classification by providing a probability distribution over possible classes. 
 

98. How can you fine-tune a pre-trained model for a new task? 
 

○ Fine-tuning involves unfreezing the top layers of a pre-trained model and 
training it on new data, often with a smaller learning rate. 
 



 

99. What is the advantage of using deep learning over traditional machine learning 
algorithms? 
 

○ Deep learning automatically learns features from raw data, reducing the need 
for manual feature extraction and enabling the solution of complex problems. 
 

100. What is the purpose of the Adam optimizer, and how does it work? - The 
Adam optimizer combines the benefits of both momentum and adaptive learning, 
adjusting the learning rate based on the moving averages of the gradients and 
squared gradients. 
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